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This project aimed to develop an artificial intelligence (AI)–based tool for improving the consistency and efficiency of decision-

making in the nursing complaints process in three jurisdictions. This article describes the tool and the overall process of its 

development. The AI tool was not designed to replace human judgment but rather to perform three data-driven decision 

support tasks: (a) an independent risk prediction of the case, (b) a comparison with previous similar cases, and (c) a cross 

reference to relevant parts of the regulatory standards or rules in each jurisdiction. Three nursing regulatory bodies in the 

United States, the United Kingdom, and Australia provided anonymized data from 5,700 cases for tool design and testing. 

Regulatory staff were involved in each stage of development and supported the potential role of an AI-based tool such as this 

in improving the efficiency and effectiveness of decision-making in disciplinary processes in nursing regulation nationally 

and internationally.
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Artificial intelligence (AI) tools are increasingly used to 
improve the quality and speed of processing large-scale 
data sets in commercial and public sector organizations 

worldwide (Cam et al., 2019; Susskind, 2020; Zhang et al., 2021). 
The COVID-19 pandemic has accelerated the use of AI (World 
Economic Forum, 2020), leading to increased levels of automa-
tion and the demand for new technical skills in the workforce. It 
has been argued that AI has the potential to make humans more 
productive across many sectors if society takes a human-centric 
approach to technological advances (Acemoglu & Restrepo, 2020). 

Increasing evidence shows that AI models can match human 
performance in a variety of settings. For example, cancer diagnosis 
using AI has reached high levels of agreement with human spe-
cialists (McKinney et al., 2020). Emerging results suggest that 
combinations of human judgment and machine-learning platforms 
may increase validity and fairness when compared with human 
judgment alone. In the legal arena, AI tools are being used to cre-
ate summaries from case documents (Waltl et al., 2017), evalu-
ate the impact of a ruling on future rulings, and classify court 
cases using processes that model human searches (Leibon et al., 
2016). In human resource management, AI tools have been devel-
oped to help detect evidence of harassment in emails (Sulea et al., 
2017; Woodford, 2020). These types of disruptive innovations have 
demonstrated positive impacts in a variety of sectors; however, to 
date, they have rarely been tested in a health regulatory environ-
ment. For example, in Australia, Spittal et al. (2019) developed 
algorithms to assess risk factors in health professionals, such as 

medical specialty and occurrence of previous complaints. However, 
these tools have not, to our knowledge, been used as decision sup-
port tools in health disciplinary functions. 

Disciplinary decision-making is a complex process reliant 
on multiple sources of evidence and an in-depth understanding of 
rules. The initial step of an allegation review is primarily a manual 
process that requires significant human, financial, and technologi-
cal resources. Recent years have seen a rapid evolution in healthcare 
design and delivery with expanded scope and complexity of nurs-
ing practice. As the scope of nursing practice evolves, the workload 
for regulatory staff, who are responsible for reviewing the incom-
ing complaints against nurses, is also likely to increase (Sanson, 
2017). A report by the medical regulator in the United Kingdom 
on the activities of nine U.K. professional health regulators identi-
fied a 32% increase in complaints against health practitioners over 
the preceding 6 years (General Medical Council, 2017). Analysis 
has shown that a large proportion of these complaints could be 
described as low-risk complaints because they are not upheld and 
there is no evidence of harm to patients or their families (Nursing 
and Midwifery Council [NMC], 2019). 

In light of these facts, there is a clear and growing need 
for innovative tools to assist regulatory staff tasked with process-
ing complaints, particularly in screening complaints for those that 
are low risk, in an effort to streamline regulatory processes. This 
project aimed to develop an AI-based tool for improving the con-
sistency and efficiency of decision-making in the nursing com-
plaints process with a primary focus on streamlining the screening 
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stage of investigation. Rather than replacing human judgment, 
the intent of the tool is to provide data-driven support to regula-
tors that will facilitate consistent, efficient decision-making when 
reviewing complaints.

Background
AI is often understood as the scientific and engineering effort to 
make machines intelligent by building them with capabilities tra-
ditionally reserved for humans, such as using language, forming 
abstractions, solving problems, and learning from experience. In 
this context, machine learning usually refers to a set of trained 
models working in tandem to process observational data and pro-
duce outputs of value. These models are typically mathematical 
and unveil regularities from data (Bishop, 2006). Well-known 
applications involve data classification, data summarization, esti-
mation of relationships between variables, and generation of mod-
els that fit observed data (Shalev-Shwartz & Ben-David, 2014). A 
family of machine-learning methods based on artificial neural net-
works, known as deep learning, have become increasingly popular 
recently in recognition tasks, such as natural language processing 
(Devlin et al., 2019), which is key to this work.

AI in Healthcare

Recent technological advances and the abundance of new data have 
contributed to a rapid increase in the development of machine-
learning applications within clinical decision-support systems. 
These systems were designed to assist and improve the workloads 
of healthcare practitioners, and they have been applied to tasks 
such as clinical diagnostics and selection of patients for clinical 
trials (Assale et al, 2019; Davenport & Kalakota, 2019; Brooks, 
2019). The Environmental Scan Report from the National Council 
of State Boards of Nursing (2020) suggested that in areas such as 
health screening and diagnostics, AI-enabled automated processes 
and AI-assisted patient engagement are growing rapidly, and they 
will have legal and ethical implications for regulators. While the 
use of AI technologies within healthcare to date shows promise, 
thus far it has not been tested in a nurse regulatory environment.

AI and Ethics

The advent of AI has brought with it a wide variety of responses 
from policy makers and practitioners. Many of the strongest objec-
tions to the development of these tools stem from concerns about 
privacy, fairness, transparency, and the protection of human rights 
(Benton et al., 2020). For example, Gianfrancesco et al. (2018) 
showed that AI systems applied within clinical decision sup-
port can potentially exhibit important societal biases; if these sys-
tems are used incorrectly, they can amplify healthcare disparities. 
Obermeyer et al. (2019) reported that a machine learning algo-
rithm used by many U.S. healthcare insurers incorporated a faulty 
metric to determine which patients were high risk and qualified for 
additional care management. AI algorithms used in other fields, 

such as law enforcement, academic settings, and marketing, have 
also been found to exhibit some degree of implicit bias (Cossins, 
2018; Levin, 2019). In relation to transparency, reservations have 
been expressed (Ghosh & Kandasamy, 2020) and healthcare reg-
ulators have often been challenged by the perceived obscurity of 
the AI decision-making process (Davenport & Kalakota, 2019). 
Regarding accountability, Kent (2019) argued that because future 
AI applications will inevitably make errors, there is a strong need 
for discipline or systems-based responses to be in place when errors 
occur to ensure patient safety. 

Governing AI

In response to ethical concerns, researchers have called for system-
wide guidance, codes of practice, and even an ethical charter to 
ensure that AI development and use complies with ethical prin-
ciples (Babuta et al., 2018; Council of Europe, 2018; McDonald, 
2019). Few would argue against the need for rigorous governance 
arrangements and compliance with the highest standards of data 
protection in the development of AI tools. There have been exam-
ples of legal and governance failures that have created distrust in 
AI across the world (AI Asia Pacific Institute, 2020). In response, 
in the United States, legislators have implemented the Algorithmic 
Accountability Act (2019), which requires companies using high-
risk automated decision support systems to conduct algorithmic 
impact assessments. In Europe, Article 22 of the General Data 
Protection Regulation states that “The data subject shall have the 
right not to be subject to a decision based solely on automated pro-
cessing” and provides the data subject with an avenue for explana-
tion and challenge. 

These provisions have been welcomed as a means of enforc-
ing principles of fairness and transparency in relation to data stor-
age and use. For AI, this includes identifying biases as part of 
product design and distinguishing between interpretable algo-
rithms, where the models provide insight about the inferences 
made about the data (Murdoch et al., 2019), and noninterpreta-
ble (“black box”) algorithms, which digest large data sets without 
being able to demonstrate their workings (Babuta et al., 2018). In 
the case of black box algorithms, those from whom the data are 
derived have no knowledge of the decisions that have been made 
about them with the help of an algorithm (Babuta et al., 2018). 
Therefore, these algorithms should be subject to particularly high 
levels of testing and ongoing scrutiny (Vayena et. al, 2018). Babuta 
et al. (2018) call for system-wide guidance and codes of practice to 
ensure that AI development and deployment complies with ethi-
cal principles, including technical transparency and specifications 
about the availability of source code.

Considerations for an AI-Based Decision-Making Tool

In designing our system, we were aware that the human conse-
quences of a complaint can be far reaching for the individual as 
well as their family and wider community. Our goal was there-
fore to design a system that was as accurate, transparent, unbi-
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ased, and accountable as existing processes with the potential to 
improve these processes in terms of time, efficiency, and confi-
dence. The following section describes the methods we used to 
attempt to realize this goal. We hope these methods will be help-
ful to researchers designing similar systems in the future. 

Methods
We developed a web-based application that users could access via 
a password-protected portal. This was the most appropriate design 
because it was easy to update and used a central high-performance 
server to process new complaints. This allowed case managers to 
upload their case files to a web server. Initially, we used open access 
complaints data from the financial sector as part of our prelimi-
nary modeling work. This initial step allowed testing of various 
combinations of approaches before using nurse complaints data to 
develop the prototype.

Figures 1 through 3 give examples of outputs from the 
prototype using open access financial data. There are two main 
pages with which users interact after uploading a data file. Figure 
1 depicts a table of all the uploaded cases and charts summariz-
ing the statistics of the predictions. By clicking a row in the table, 
users are redirected to a results page (Figures 2 and 3) for the spe-
cific case, showing outputs of the system including the predicted 
risk score, the probability and confidence calculation that this score 
is correct, the key words used in calculating the risk score, and, 
for comparison, examples of similar cases relevant to the current 
decision and the regulatory rules pertinent to the case. In addi-
tion, users can provide feedback in response to the system outputs 
by recording their reasons for agreement or disagreement with the 
tool’s risk assessment. The main reporting page provides a full 
summary of the results of all cases that have been uploaded.

Three nursing regulatory bodies—the NMC of the United 
Kingdom, the Australian Health Practitioner Regulation Agency 
(AHPRA), and the Texas State Board of Nursing (TBON)—
agreed to participate in the research. The Research Team and 
Royal Holloway University’s legal counsel worked closely with 
each regulator to ensure that the necessary ethical approval, per-
missions, data impact assessments, information sharing agree-
ments, and legal agreements were in place before any data from 
the 5,700 complaints from the three jurisdictions were shared. All 
three regulatory bodies shared the same aspiration to explore data-
driven solutions to the challenges of processing high volumes of 
complaints.

Risk Prediction

The tool classifies the complaint as high risk or low risk and pro-
vides the probability of the risk prediction. This prediction is 
achieved by using a “supervised machine learning” approach, 
where prominent characteristics of cases that constituted high risk 
or low risk to the public are learned from past cases that were pro-
cessed manually. Such data are referred to as “training data,” and 

they allowed us to begin to build a tool that could predict deci-
sions about complaints using mathematical calculations of risk lev-
els and previous judgments by humans with speed and accuracy.

We used a technique called “ensemble learning” (Wolpert, 
1992) to create several machine-learning models (i.e., base mod-
els) and combined their predictions to provide the final output 
(Lertvittayakumjorn et al., 2021). The advantage of this technique 
is that it combines complementary strengths of the base models 
to enhance the system accuracy. This technique also allows base 
models to learn from different parts of the data and then combine 
the results. 

We also addressed gender bias in the training data by apply-
ing a technique called “gender swapping” (Zhao et al., 2018), which 
involves changing gender text in the prototype (e.g., “he” to “she”). 
Previous research has shown that this technique is effective in mit-
igating gender biases in tasks such as abusive language detection 
(Sun et al., 2019; Park et al., 2018). In addition, the system high-
lighted words in the complaint that were considered important 
for predicting risk by the ensemble method in order to help case 
managers efficiently assess the case and verify or reject the predic-
tion (Figure 2).

Similar Cases Retrieval

We hypothesized that it would be helpful to link past complaints 
that were semantically similar to the new complaint so as to help 
case managers cross-check with previous judgments and improve 
consistency in decision-making. First, we used a word-level similar-
ity technique called “term frequency-inverse document frequency” 
to convert words into numerical vectors (Salton, 1988) in order to 
shortlist past complaints based on the overlapping of prominent 
words (Tata & Patel, 2007). Then, we fine-tuned the deep learning 
model Bidirectional Encoder Representations from Transformers, a 
powerful natural language processing model developed on a large 
volume of text data (Devlin et al., 2019), and we used it to return 
the top three cases to users (with similarity scores and the associ-
ated risk levels assessed by case managers in the past).

Relevant Standards Matching 

We also aimed to link standards or rules from regulatory codes 
that were relevant to the new complaint to provide more infor-
mation to the case managers. However, as the codes used by each 
regulatory body were different in terms of number, structure, and 
the applicable nursing roles, we designed this feature specifically 
for each of the three jurisdictions. The approaches we used relied 
on semantic text similarity (Reimers & Gurevych, 2019) and tex-
tual inference (Williams et al., 2018), which related parts of the 
complaint to rules. This process identified the three most relevant 
rules to the case under consideration (Figure 3).

User Feedback

To improve the system over time, we collected and used feedback 
from the users throughout the development of the tool to design 
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and fine tune the three features previously described. Case manag-
ers provided their own judgment on risk classification of the new 
case, similarity to other cases, and the relevance of the rules to the 
given case. This feedback was especially important for identify-
ing features of similar cases and relevant rules because there was 

insufficient training data to build supervised machine-learning 
models for them. 

FIGURE 1

Illustration of Multiple Cases, Risk Chart Summary, and Risk-Level Predictions 

FIGURE 2

Illustration of a Single Case With the Risk Level and Ratings of Word Importance Scores
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Results
Data Sets and Risk Prediction Accuracy

Table 1 provides an overview of the data and risk prediction accu-
racy for each jurisdiction. The NMC provided a data set of 1,250 
cases. Each case contained the redacted text of the allegation 
and additional nontextual data (including binary and categori-
cal features) that provided further context for the case. The NMC 
redacted text data by replacing person names, organization names, 
dates, etc., with the tokens [PERSON], [ORGANIZATION], 
[DATE], etc., so the resulting text was more or less grammatically 
correct and understandable. AHPRA provided a data set of 1,300 
cases with only the text of the allegation—no further context was 
provided for each case. The allegation text was heavily redacted 
by removing person names, organization names, dates, etc., which 
resulted in the redacted text lacking grammatical correctness. The 
TBON provided a data set of 3,000 cases with only the text of 
the allegation. No additional context was provided. TBON’s text 
redaction was similar to that of the NMC, in which redacted text 
was replaced with tokens. All three data sets contained high- and 
low-risk cases. NMC and TBON data also provided medium risk 
cases, but they were small in number and therefore were included 
in the high-risk category for the purposes of testing the tool, as 
we were particularly interested in the tool’s ability to discriminate 
low-risk cases. We then used this data set to test the accuracy of 
risk predictions for new cases. 

The aim of the tool at this stage of development was to pre-
dict whether each case was of low or high risk. The accuracy of the 
prediction was measured by the percentage of correct risk predic-
tions for the test cases (cases for which we already have the regula-

tory body’s rulings) when the model is run. We compared the tool’s 
prediction accuracy against the baseline prediction accuracy. The 
baseline predictions are done without a model or tool. In a data set 
that contains different categories of data appearing with different 
frequencies, the baseline predicts the most frequent category for 
all inputs. For example, if the labelled data set has 300 high-risk 
cases and 700 low-risk cases, the baseline will always label new 
cases as low risk before the model is run. Since the NMC data had 
grammatical structure and additional nontextual information, the 
tool’s prediction accuracy for NMC data was 71% (9% above the 
baseline of 62%). TBON data also had grammatical structure but 
no additional nontextual information. However, TBON provided 
twice the number of cases. Hence, the tool yielded a predication 
accuracy of 78% (9% above the baseline of 69%). The tool’s pre-
diction accuracy was lowest for APHRA and did not perform bet-
ter than the baseline (65%), likely because the data did not include 
grammatical structures. These differences in outcome provided 
valuable learning for future work because they demonstrated the 
relative impact of grammatical structure, nontextual information, 
and size of the data set. 

An examination of the small number of miscategorized 
cases revealed that there were examples of high-risk cases mis-
categorized as low risk and vice versa. However, for NMC, it was 
more likely that low-risk complaints were miscategorized as high 
risk, whereas for AHPRA and TBON, the situation was the oppo-
site. These differences may have been the result of additional non-
textual information or the different proportions of high-risk and 
low-risk cases.

FIGURE 3

Illustration of a Single Case With the Relevant Regulatory Rules Shown
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Another feature of the tool was its ability to de-bias data. 
Gender de-biasing was completed on all three data sets. However, 
full bias testing was only possible with NMC data as the other 
two data sets did not have sufficient gender information. The bias 
testing on NMC data showed that the model did not use gender 
in making its decisions, possibly due to the redacted nature of the 
text. The gender swapping technique can further reduce the bias 
in the tool while sacrificing the accuracy by less than 1%.

Expert Testing

Between March and May 2021, case managers in each jurisdiction 
were invited to test the live tool and provide feedback on its util-
ity and usability through an online survey and live discussion. In 
total, 22 case managers took part. Each case manager was given 
four cases to review. For each case, the case manager was asked to 
compare and annotate the similarity of the case to previous cases, 
review the relevance of rules or standards identified by the tool, 
and make their own judgment of the risk along with their reason-
ing. The online survey required users to provide anonymized feed-
back on the tool in terms of usability, usefulness, response time, 
quality of risk predictions, case comparisons, and comparisons 
with the relevant regulatory code or standard, as well as to com-
ment on additional functions. Qualitative feedback on the utility 
and usability of the tool was positive. A full analysis of all the tech-
nical aspects of the testing stage is reported in a separate article 
(Lertvittayakumjorn et al, in press).

Focus Groups on Ethical Implications

During February and March 2021, the research team met with a 
group of regulatory experts in each jurisdiction. The purpose of 
the focus group was to seek views on the ethical implications of 
AI, and specifically the perceived barriers and benefits of machine-
learning tools in regulatory environments. Participants completed 
a consent form, and the discussion was recorded and transcribed 
verbatim. Qualitative analysis using NVivo was carried out, gen-
erating a thematic analysis of the data. The consensus was that the 
tool had the potential to deliver consistency in decision-making 
and efficiencies in working practices, improve transparency, and 
provide both educational and training opportunities that could 
ultimately lead to improved defensible decision-making. It was 
noted that ensuring nondiscrimination through the safeguarding 

of access to and reinforcing the protective nature of a complaints 
process should never be compromised using such a tool. A full 
analysis of the outputs is planned in a forthcoming article (Austin 
et al, 2021).  

Discussion
Our goal was to establish whether or not machine-learning tools 
could be applied to the early stage of complaints handling in ways 
that maximized timeliness and accuracy and adhered to the prin-
ciples of transparency and accountability that are fundamental to 
good regulatory practice worldwide. The prototype tests in each 
jurisdiction suggest that such tools are possible. 

However, testing also identified the need for more cases 
to increase the levels of accuracy required to incorporate the tool 
into day-to-day decision-making. The tool achieved good levels of 
speed and accuracy in predicting the risk of the allegation by using 
natural language processing combined with other nontextual fea-
tures that provide context to the allegation and large enough data 
sets, particularly for TBON and NMC. The AHPRA data yielded 
lower levels of accuracy on account of the lower levels of nontextual 
features and grammatical structures. However, once the prototype 
was delivered to them at the end of the project, AHPRA’s data sci-
ence team began undertaking further in-house testing, with higher 
levels of contextual features included. 

Our experiments (Table 1) showed that the tool yields con-
siderably better performance when it has access to more data (either 
in the form of text or categorical features) and more details of the 
complaints. This finding highlighted the importance of collect-
ing more data, calling for more regulatory bodies in joining the 
development of such tools by ensuring the collection of similar 
data and the sharing of these data in an international repository. 
Were such tools to be incorporated into routine use by regulators 
rather than a small subset of data, their potential would increase 
further. Critically, the tool is able to identify the presence of harm 
in a given allegation, using textual and nontextual features (when 
available). This process aligns closely with existing goals in nurse 
regulatory bodies and elevates the need to consider the context 
(e.g., previous history, access to supervision) of a complaint in reg-
ulatory decision-making (NMC, 2021).

TABLE 1 

Use of Artificial Intelligence in Regulatory Decision-Making: Data and Performance 
Comparison of Three Nursing Jurisdictions

Jurisdiction Number of Cases Textual Data Non-textual Data Redaction Baseline % Accuracy %

United Kingdom (NMC) 1,250 Yes Yes Replace 62 71

Australia (AHPRA) 1,300 Yes No Remove 65 65

United States (TBON) 3,000 Yes No Replace 69 78

Note. NMC = Nursing and Midwifery Council; AHPRA = Australian Health Practitioner Regulation Agency; TBON = Texas Board of Nursing.
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Much of the literature on AI focuses on the need to apply 
clear and consistent principles of transparency in the design, test-
ing, implementation, and ongoing revision of any new tool. In this 
project, regulatory experts, case managers, and in-house data scien-
tists in each jurisdiction were involved in every stage of the devel-
opment of the tool. The final prototype allows case managers to 
see how the tool arrived at its decision, highlighting keywords and 
sentences responsible for the prediction of a given risk category. 
Case managers in turn can use these features to evidence their 
decision-making. The tool also has the potential to add a layer 
of quality assurance on bias to human judgments, making use 
of more data (past cases of a similar nature, regulatory rules, and 
guidance) in arriving at a case-by-case decision. 

Conclusion
This project highlighted the potential role and value of using 
AI-based tools to enhance efficiency and effectiveness of decision-
making in nursing regulation. The success of this tool is based on 
the ability of AI to better manage and support analysis of large 
(and growing) data sets from diverse sources. For complaints and 
disciplinary processes, regulators must triangulate incomplete data 
from case files, precedents/similar cases, and regulatory standards/
rules within an evolving context of public expectations regard-
ing accountability and procedural fairness. We have demonstrated 
that AI tools offer the possibility of more methodical and sys-
tematic data management to support human decision-making 
and to facilitate enhanced quality assurance and quality improve-
ment practices. Ultimately, this may improve both the quality of 
decision-making as well as the efficiency of regulatory processes. 
Our hope is that other regulators will replicate this work and build 
on it within the health complaints process as well as within other 
regulatory functions such as registration and accreditation, reduc-
ing costs and improving efficiency without compromising quality 
in decision-making. We conclude that the application of such tools 
aligns with the principles of right touch regulation (Professional 
Standards Authority, 2015) and risk-based approaches (Styles et 
al., 1997; Benton et al., 2019) in that they offer new ways to deliver 
regulation proportionate to risk. At a time when regulators are 
becoming keenly aware of the unsustainability of current disciplin-
ary systems, this may well be a welcome innovation. 
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